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Special Invited Paper

OPTIMAL GLOBAL RATES OF CONVERGENCE FOR
NONPARAMETRIC REGRESSION!

By CHARLES J. STONE

University of California, Berkeley

Consider a p-times differentiable unknown regression function 4 of a d-
dimensional measurement variable. Let 7'(8) denote a derivative of 8 of order
mandsetr = (p —m)/(@2p + d). Let T, denote an estimator of T(6) based on
a training sample of size n, and let || 7, — 7'(8) ||, be the usual L norm of the
restriction of T\, — T(8) to a fixed compact set. Under appropriate regularity
conditions, it is shown that the optimal rate of convergence for || 7. — T() ||,
isn™"if 0 < g < oo; while (n7" log n)" is the optimal rate if q = oo,

1. Discussion. Let (X, Y) be a pair of random variables which are respectively d and
1 dimensional, and let 6 denote the regression fl}nction of the response Y on the measure-
ment variable X, so that E(Y|X) = 6(X). Let §,, n = 1, denote estimators of 0, 67,1 being
based on a random sample (Xi, Y1), - - -, (X,, Y») of size n from the distribution of X,Y).
The estimators 9,,, n = 1, are said to be parametric if 6, € O for all n = 1, where O is a
collection of functions which are defined in terms of a finite number of unknown parame-
ters. Otherwise the estimators 6,,, n = 1, are said to be nonparametric.

In Stone (1977) a consistency theorem was obtained for a large class of nonparametric
regression estimators and used to establish the consistency of nearest neighbor estimators.
Since then, consistency has been established for kernel estimators by Devroye and Wagner
(1980) and Spiegelman and Sacks (1980) and for partition estimators by Gordon and
Olshen (1980) and Breiman, et al. (1983). Stone (1980) and the present paper are devoted
to optimal rates of convergence for nonparametric regression.

Nearest neighbor, kernel, and partition methods of nonparametric regression, as usually
defined, are based on local averages. In Stone (1975, 1977) the suggestion was made that
nonparametric regression based on locally linear fits should also be considered. This
suggestion, and its extension to local polynomial fits, can be given theoretical justification
in terms of optimal rates of convergence.

To see this in the simplest possible setting, suppose that d = 1 and let U be an open
interval containing [0, 1]. Suppose that the distribution of X is absolutely continuous and
that its density f is bounded away from zero on U; that the conditional variance of Y given
X is both bounded and bounded away from zero on U; and that the regression function
is p-times continuously differentiable on U, where p is a positive integer. The estimators
b, n= 1, are said (temporarily) to be asymptotically optimal if

1
n-2/(@+1) f {Ba(x) — 8(x)}? dx
0

is bounded in probability as n — c. (This definition is reasonable in light of Theorem 1
below.)
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Given x = (x1, +- -, Xa) € R?, set |x| = (xi + .-+ + x3)"/%. Also let #(A) denote the
number of elements in a set A. Let §,, n = 1, be positive constants which tend to zero as
n— o, Set

Mx)={i:1=si=nand|X —x|=8.}
and N,(x) = #(A(x)). Let 6, denote the kernel estimator of 6 defined by the local average

2 An(x) Y

A

bn = Nn(x)

If p = 1 and 8, = n~"%, then 6, is asymptotically optimal; see Theorem 2 of Spiegelman
and Sacks (1980). Suppose instead that p = 2. If f is absolutely contmuous and [’ is square
integrable on U, then 8, can be chosen (e.g., 8, = n~"/°) to make 6, asymptotically optimal;
but the conclusion is not generally true without the corresponding smoothness assumption
on f. For any positive integer p, the following approach yields an asymptotically optimal
estimator without any smoothness assumption of f. Given x € [0, 1], choose P.(-; x) to be
the polynomial of degree p — 1 (or less) which minimizes

Y v {Yi— P.(X;; 0))?

and set 8,(x) = P.(x; x). Then 8, is asymptotically optimal provided that f is bounded (as
well as bounded away from zero) on U. The requirement that f be bounded can be dropped
if P,(-; x) is chosen to minimize
5 {Y: — Pu(X;; %))?
T WX x)

where W,(-; x) is an appropriate positive weight function. This approach, involving local
weighted polynomial regression, is easily generalized to handle multidimensional measure-
ment variables (d > 1). The details will be given in Section 3, along with extensions to
estimators ™ of the mth derivative 8™ of § and modifications involving linear interpo-
lation to achieve the optimal rate of convergence for the maximum of | 65 (x) — 0 (x) | as
x ranges over a fixed compact set.

Halasz (1978) used another approach, also based on (p — 1)th degree polynomials, to
obtain an asymptotically optlmal estimator of the regression function. It is indispensable
to his approach that d = 1.

The theory to be developed below can handle deterministic as well as random meas-
urement variables. It is convenient to describe the precise results in terms of the following
model. The distribution of a response Y depends on the value x € R? of a measurement
variable; it has the specific form A(y|x, t)¢(dy), where ¢ is a measure on R, ¢ is an
unknown real-valued parameter which belongs to an open interval </, and ¢ is the mean of
the distribution; that is,

Jyh(ylx, t)o(dy) =t for xER? and tE€ J.
The parameter ¢ is allowed to vary with x according to ¢ = 6(x), where the unknown

regression function @ is assumed to belong to a collection © of suitably smooth functions
on R It is assumed that 6(x) € J for § € © and x € R%.

For each given n = 1, consider a training sample X, Y1, - -+, X», Y, (ie, X{", Y1,
. X, Y™), where Xi, ---, X, are R%valued and may be random or nonrandom.
Conditioned on X; = xy, - - -, X, = X, the random variables Y1, - - -, Y, are assumed to be

independent and distributed according to the model described in the previous paragraph,
so that Y; has distribution A(y|x., 6(x;))¢(dy). Let Py denote the dependence of various
probabilities on 6.

Let T(@) = T(-; §) denote an arbitrary finite linear combination (with constant
coefficients) of the derivatives of §; two examples are T(x; 8) = 6(x) and T\(x; §) = 3°0/ax?
+ . + 3%0/ax3. Let T, denote an arbitrary (measurable) estimator of T'(6) based on the
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training sample X, Yi, -+, X,, Y,.

Let C be a compact subset of R having a nonempty interior and let ¢ € (0, «]. Define
the L7 norm || ||o by || &l¢ = supsec|g(x) | if g = @ and || g [ls = (fc |g(x) |7 d0)'*if 0 < q
< o, Let {b,} be a sequence of (eventually) positive constants. It is called a lower rate of
convergence if there is a ¢ > 0 such that

liminf7 supe Py(|| T — T(0) || = cba) = 1;

here inf7 denotes the infimum over all possible estimators T... The sequence is said to be
an achievable rate of convergence if there is a sequence {T,} of estimators and a ¢ > 0
such that

(1.1) lim,supePy(|| T — T(0) || o = cba) =0

It is called an optimal rate of convergence if it is both a lower and an achievable rate of
convergence. If {b,} is a lower rate of convergence and {b7} is an achievable rate of
convergence, there are positive constants ¢ and no such that b7, = ¢b, for n = no. If {b,}
and {b;} are both optimal rates of convergence, there are positive constants ¢ and n, such
that ¢b, < b, < ¢ 'b, for n = no; so it is reasonable to refer to any optimal rate of
convergence as the optimal rate of convergence. If {b,} is the optimal rate of convergence
and {T,,} satisfies (1.1), the estimators T}, n = 1, are said to be asymptotically optimal.

The assumption that C have a nonempty interior is required to show that an appropriate
sequence {b,} is a lower rate of convergence, and the assumption that C be compact is
required to show that {b.} is achievable. In order to obtain precise results, conditions
must also be imposed on the function & appearing in the basic model, on the collection ©
of possible regression functions, and on the asymptotic distribution of X;, ---, X,. Let U
denote an open subset of R containing C. The first condition is needed to verify that {b,}
is a lower convergence sequence.

CoNDITION 1. Let x and t respectively range over U and J. As a function of t, h is
strictly positive and continuously differentiable; the equation

f Ay, O)e(dy) = 1
can be differentiated with respect to t to yield
J h'(y|x, t)p(dy) =
and
fh”(ylx, t)o(dy) =
Set {(y|x, t) = log h(y|x, t). There are positive constants e and K, and there is a
function M(y| x, t) such that on the indicated domain

[¢"(y|x, t+e)|=M(y|x,t) for |e|=e

and
JM(ny, t)h(y|x, t)o(dy) = Ki.

The next condition is required to verify that certain rates of convergence are achievable
and certain estimators are asymptotically optimal.
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CONDITION 2. For some s >0
J e’ h(y|x, t)$(dy)

is bounded for x € U and t € J.

Conditions 1 and 2 are satisfied in the following two examples (for several other
examples, see page 1350 of Stone, 1980).

ExXAMPLE 1 Normal. Let ¢ denote Lebesgue measure on R, let J = R and let

h(ylx, t) = 172 exp{—(y — t)2/202(x)}»

1
o(x)(2m)
where o(-) is bounded as well as bounded away from zero.on U.

ExXAMPLE 2 Bernoulli. Let ¢ be a counting measure on {0, 1}, let J be a relatively
compact open subinterval of (0, 1) and let
hy|t)=h(y|x t)=t"(1—t).
A condition on the asymptotic distribution of Xi, ---, X, is required to guarantee
achievability and asymptotic optimality.
CoONDITION 3. For every A € (0, 1/d) and ¢ > 0 there is a ¢’ > 0 such that
lim,P#{i:1<i<nand|X;—x|<cn*}=cn'forallx € U) = 1.

If U is, say, a polyhedron, this condition is implied by the following one (e.g., as a
consequence of Lemma 1 in Section 2).

ConpITION 8. The random variables Xi, - -+, X, are the first n terms of an iid.
sequence of random variables each having distribution F, the density of whose absolutely
continuous component is bounded away from zero on U.

Let « = (ai, - - -, aq) denote a d-tuple of nonnegative integers and set [a] = a; + + -+ +
ag. Let D* denote the differential operator defined by

a[a]
a
b Caxfie - ol

Let % be a nonnegative integer, let 0 <8 =< 1 and let 0 < K> < «. Let © denote the collection
of k-times continuously differentiable functions 8 on R? such that 8(x) € o for x € R? and

(1.2) | D*0(x) — D*6(x0) | < K2 |x — x%0|# for x,x€ U and [a] =k.

Let T(6) be a linear combination with constant coefficients of D0, [«] < &; so that T'(8)
= @0, where

@ = Y=k gD,
¢. being real constants for [a] =< k. Let m denote the order of @, defined by
m = max([a]:[a] =< %k and g, # 0).

(If T(9) = 0, then m = 0; while if T(0) = 3%0/dx} + - .- + 3%0/dx3, then m = 2.)
Think of p = k2 + B8 as a measure of the smoothness of the functions in © and set r =
(p—m)/(2p + d).
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THEOREM 1. Suppose that Conditions 1-3 hold. If 0 < q < o, then {n™"} is the
optimal rate of convergence; while if ¢ = o, then {(n"" log n)"} is the optimal rate of
convergence.

This theorem generalizes in various ways previous results for d = 1 and m = 0 by Halasz
(1978) and Ibragimov and Héasminskii (1980). According to Stone (1980), {rn ™"} is also the
optimal rate of convergence if || T, — T(6) ||, is replaced by | Th(x0) — T(x0; 6) |, where xo
€ U is fixed. The results on optimal rates of convergence for nonparametric density
estimates are surprisingly similar to those for nonparametric regression; see Stone (1980,
1982) and the references cited therein.

The proof that the indicated sequences are lower rates of convergence will be given in
Section 2. The proof that the indicated rates are achievable and that certain estimators
are asymptotically optimal will be given in Section 3. Each proof is a refinement of the
corresponding proof in Stone (1980).

There are several interesting open questions related to Theorem 1. Suppose, say, that
g = 2. The desire to eliminate the restriction that C be compact leads to the first question.

QuESTION 1. Let Condition 3’ hold and let || 7, — T(8) || » be replaced by

1/2
( J' |T,,(x)—T(x~,0)|2F(dx)> )
Rd

Under which additional conditions (e.g., on F') is {n ™"} an achievable rate of convergence?

The next question is suggested by the practical success of projection pursuit regression
(see Friedman and Stuetzle, 1981).

QUESTION 2. Let d = 2 and let .« denote either the collection of functions § on R?
which are additive, i.e., of the form

O(x1, +++, xa) = O01(x1) + + - + Oa(xa)
or the collection of the form
(x1, -+, x3) = Y(Brx1 + -+ + Baxa).

Let © be replaced by &/ N © and set r1 = (p —m)/(2p + 1). Is {n "'} an achievable rate of
convergence?

The dependence on O of the asymptotically optimal estimators constructed in Section
3 suggests the following:

QUESTION 3. Let O, denote the dependence of O, as defined above, on r. Are there
positive constants ¢,, r > 0, and estimators Tn, defined independently of r, such that

lim,supe, Py(|| T — T(B) |2 = c,n™") =0 forall r>0?

The desire to make nonparametric regression robust leads to the following:

QUESTION 4. Suppose that ¢ is the median of the distribution of A( y | x, t)¢(dy) instead
of its mean. Is {n™"} still an achievable rate of convergence?
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2. Lower rates of convergence. (The reader should study the first half of Section
2 of Stone, 1980, before reading the related but more complicated argument in this section.)
First an elementary inequality regarding sums of independent Bernoulli random variables
will be recorded.

LEmMMA 1. Let I, v € V, be independent Bernoulli random variables such that I =
Y, I, has finite mean M. Then P(I < M/2) < (2/e)*"*.

I
1 ET.
- =11,(1- ) < o BoEL/2 = o—M/2
E[(2>i| II( 5 ><e e )

P < M/2) < 2Y2E[(%)] = (2/e)™?

Proor. Clearly

SO

as desired.

In proving that the indicated sequences are lower rates of convergence it can, without
loss of generality, be assumed that C is the cube [0, 1]% in R? consisting of those points all
of whose coordinates lie in the interval [0, 1]. Let M, denote a positive integer. Write C as
the disjoint union of M¢ cubes C,, having center x,, and length M;', where v € V, =
{1» ctt M g}

Now @ = Yo<j=m @, where @; = Yju-; g.D* and @n # 0. Let ¢ be an infinitely
differentiable function which vanishes outside (—%, %)? and is such that @.4y(0) > 0 and
| D*Y(x) — DY (x0)| < Ko2F 7| x — x0|” for xo, x € R? and [a] = & (recall (1.2)). Define g,
on U for v € V, by gu(x) = MY (M,(x — xn.)). Given a {0, 1}-valued sequence 7, =
{Two}vev,, set &n = Yv, Tno&nv. Clearly g, is an infinitely differentiable function on R which
vanishes outside C. It is also easily seen that g, satisfies (1.2). (First suppose that x and xo
lie in a common C,,. Next, to handle the general case, consider the straight line from xo to
x, note that only the two end boxes yield a relevant contribution, and verify that af + b*
<2'Pa+ b)ffora, b=0.)

Let 6, be a constant function in 6. Let O, denote the collection of all functions of the
form @ = 0, + g, as 1, ranges over the oM possible sequences. Then 6,, C © for n sufficiently
large. In the argument to follow, it is convenient to think of </, as a function of § on O,

Forv€E V,set %, = {i:1=<=i=<nand X; € Cp}, Nn = # (S,

b = Yomo LY | Xy 00(X) + 8ro(X) — (Y| X, 00(X0))],

L., = exp(4w) (the likelihood ratio or Radon-Nikodym derivative of Py .4, with respect to
Py), and

m- an 1

o = MmN —m—, ——— .
K T + 1 Loy + 1
Also set

- _J1 if Lp=1,
=10 i Lp < L.

Let the uniform prior probability distribution be placed on the oM possible choices of
the sequence 7,.. Then the posterior distribution of 7., v € Va, given the data X3, Y1, ---,
X, Y, is that of M¢ independent Bernoulli random variables with

an

o V.
I.+1 U

P(T,w= 1 |X1, Y], LR ,Xn, Yn) =

Consequently, conditioned on the data, | 7., — 7n| are independent Bernoulli random
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variables with
P(l ?nv_7n0|= 1 |Xl; Yl; s ,Xn; Yn) =T, UVE V.

Thus by Lemma 1

_ 1 2
(2.1) PG| T — o | = 3 Yo oo | Xi, Y1, oo, Xy, Ya) =1 — (E)EV"M/z'

Conditioned on N, v € V,, the random variables 7,,, v € V,, are independent and the
conditional distribution of =, given N,. depends only on N,,. Let 0 < g, < %. Then

1
P(mp = gn | Nnv) 2EP('iTnv2 qn | Nnv, Tho = 0)
1 1 _qn
= — = —
3 P{| oo | = log( . )

(2.2) P(w,,,,gq,,|Nn.)z1 1—E(I o || Nowy 7o = 0) )

2 _
log( ! q")
qn

Sety=1/2p + d) and W, = {v € V,.: N, = 2nM;?}. Then # (W,) = M2/2. It follows
from Condition 1, by computations similar to those on pages 1352-1353 of Stone (1980),
that there is a positive integer no such that for n = no and v € W,,

Nnv, Thv = O},

SO

E(| 4w | | Nawy Tno = 0) = Ky max ¢°nM;"" + (2Kimax y*nM;'/")"2,

Suppose that, for some positive constant Ks,

(2.3) M, <Ksn", n=no.

Then

(2.4) E(| 4w || Nuv Tro = 0) = KunMz"", n=no, and vE W,
where

K, = K; max ¢*{(1 + (2K¥"/Kimax ¢»"%}.
Define g, implicitly by
(2.5) log{(1 — q.)/qn} = 2KanM;"", n=1.
Then by (2.2) and (2.4),

P(mw=qn|No)=%, n=n, and vE W,

2\Mi/16
Nn.> = (E) , N =n,

N,,.) = <2>Mg“6, n=ne.
e

(2.6) lim,M,, = .

so by Lemma 1

M
P(#{v EWriT=qn} = 3

and hence

M5
P(Zvn Tno = q16

Suppose that
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Then

d
@.7) limaP( Sy, 7o = L5 1,

" 16
Suppose that also
(2.8) lim,g.M¢ = oo,
Then by (2.1) and (2.7),
d

2.9) lim,,P(ZVn | Foo = T | = q,,3];4 ) -1

Let 7., € {0, 1} denote an arbitrary estimator of 7,,, v € V,, based on X3, Y3, .-

Y.

LEmMMA 2. Suppose that (2.3), (2.5), (2.6) and (2.8) hold. Then

WMy
limninf:nsupenPo(Zvn | oo — Tro | = g = ) =1.

Proor. Consider the loss L,(%,, 7,) defined by

1 Sy | fom T | =
Ln(”cn» Tn) = ’

0 otherwise.

The Bayes risk of 7, is

. M2
P(ZVn | Foo — oo | = q32 )

1047

’ Xn)

It is easily seen that 7, is a Bayes rule. (Observe that if I,, v € V, are independent Bernoulli
random variables with P(I, = 1) = p,, then P(Z,evl, = s) is a nondecreasing function of p,,

v € V.) The desired result now follows immediately from (2.9).

Suppose g = . It will now be shown that {(n'log n)"} is a lower rate of convergence.

To this end choose K5 > 0 and let M,, be chosen so that
M, = [(Ksn/log n)"]

for n sufficiently large, where [ ] denotes the greatest integer function. Then (2.3) holds
for, say, Ks = 1 and n, sufficiently large, and (2.6) also holds. Furthermore (2.8) holds

provided that K5 is chosen sufficiently large, in which case by Lemma 2

(2.10) lim,inf;, supe,Ps(Yv, | Tro — Tno | = 1) = L.

Let T be an estimator of T (@) based on Xi, Y1, ---, X,, Y, Suppose that § = 6, +

v, Tnv&nw € On. Define 7, in terms of T, by
N {1 if | T,,(x,w) - T(xnv; 00 + gnv)l = | Tn(xnu) - T(x,w; 00)',
" 0 otherwise.

If #p0 % Tny, then

| T"(xnv) - T(xnv; 0)' Z_l&gf;_(x_:ﬁﬂ.

Now
Q&no(xns) = Y5 MLPQu(0)
and
lim, M5™™ 3§ M5 P@Qip(0) = @mi (0) > 0.
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Since
M?P ~ (n""log n/Ks)",
there is a positive constant ¢ and a positive integer no such that

Q8no(xnv) = log n
2 n

), n=ny, and vE YV,

Consequently, if 7 = no and #, # 7, for some v € V,, then || T, — T (6)]» = c(n"log n)".
Therefore, by (2.10)

. | "
limninfTAnsupﬂ,.Pﬁ(" Tn - T(a)"m = c(—og—n'> ) = 1,

n

which implies that {(n"log n)"} is a lower rate of convergence.

Suppose instead that 0 < g < . It will now be shown that {n™"} is a lower rate of
convergence. Choose K; > 0 and let M, be chosen so that M, = [(Kn)?] for n sufficiently
large. Then (2.3), (2.6) and (2.8) hold so it follows from Lemma 2 that for some ¢ > 0

(2.11) lim,inf;,supe,Po(Xv, | Fro — Tno | = e M3) = 1.

There is a positive integer n, and § € (0, %) such that

QEnv(x) = on—"
2
Set D,y = {x € Coy:| X — Xny| = 8M7"'}. Then | D,,| = pM" for n =1 and v € V,, where
p is a positive constant and | A | denotes the Lebesgue measure of a Borel subset A of R“.
Let T be an estimator of T (@) based on X;, Yy, ---, X,, Y, Suppose that § = 6, +
YV, Tnu&nw € On. Define 7, in terms of T, by

) {1 if [{x € Dy : | Tulx) — T (x; 60 + gno)| <| Tlx) = T (x5 60)[}| = | Duo |/2,

for n=ne, vEV, and |x— x.|=<8M;"

0 otherwise.

If n=no, v € V, and 7y # Tny, then
| (x € D | Tulx) — T(x; 0)| = 60"} = g M;e.
Thus by (2.11)

lim,,inffnsupe,,Pg(l{x eC:| To(x) — T (x; 0)|=8n""} = %): 1

and hence
lim,inf7,supe,Po(|| Tr — T @)|lq = cn™") =1,
where ¢ = 6(pe/2)"/? > 0. Therefore, {n™"} is a lower rate of convergence as desired.

3. Achievability. (The reader should review the discussion of local weighted poly-
nomial regression in the introduction and also study the achievability proof in Section 2 of
Stone, 1980, before reading the present section.) Without loss of generality it can be
assumed that C is contained in the interior of the cube Co =[—1, 1] C U. Let {M,} denote
an increasing sequence of positive integers which tends to infinity, but sufficiently slowly
so that

3.1) lim,M,n =0 for some A € (0, 1/d).

Write C, as the disjoint union of M¢ cubes Cy, of length 2M ;" where 1 < v < MZ. For 1
=v=Miset S, ={i:1=i=nandX, € Cn} and N,, = #( %,,). By (3.1) and Condition
3 there is a positive constant K; such that

(3.2) lim, P(N,» = KsnM;% for 1< v<M?% = 1.
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Let {8.} denote a sequence of positive constants which tend to zero, but sufficiently
slowly so that 8, M, tends to infinity. For x € C set

Vox) = {v:l=v=MZand |z — x| =<6, forall z € Cn}.
There are positive constants no and K, such that
(3.3) #(Vo(x)) = Ki(8. M) for n=no, and x€ C.

Let 9,1( .; x) denote the polynomial on R“ of degree £ which minimizes
1 A
EVn(x) No z,l.w (Y, — 0.(X,; x)}z'

(Assume temporarily that there is a unique such minimizing function.) Write

btz ) = T ) S,

where A denotes the collection of all d-tuples « of nonnegative integers such that [a] < k.
Then
(3.4) bualx) = (27" (2) Z1(x) %)),

where %,(x), %,(x) and Z,(x) are defined as follows: %,(x) is the n-dimensional (column)
vector defined by

Yi; l € jn(x) = UV,,(x) fnv,
@m’(x) = {
0, 1€ Su(x).
Zn(x) is the n X #(A) matrix defined by
1 X — x)° .
o> L€ Jlx) and a €A,
Frnalx) = #(Va(x)) Now ox
0, i€ S(x) and aEA,

where for i € 4,(x), v is the unique member of V,(x) such that i € .. #(x) is the #(A)
X #(A) matrix defined by

- x)X; — x)*
Snop(X) = #(V @) —— 2, N anv SLTTA]

= #(Vn(x)) ZVn(x) Nnv 2<ﬂnv %‘nux(x) ‘mep(x).

The indicated minimization problem has a unique solution if and only if det «/,(x) > 0.
Define the #(A) X #(A) matrix < by

A =J’ 2%z dz/J’ dz.
[z]=1 [z|=1

Then det o > 0 (see pages 1354-1355 of Stone, 1980). By (3.2) for every ¢ >0,
Lim,, P(| Spap(x) — Aog| <eforallx € Cand a, B € A) = 1.

Consequently for every € > 0,

(3.5) Lim, P(| (2 (x))op — (A )opg| < ecforallx € Cand o, B € A) = 1.

Let T, denote the estimator of T(f) = Q8 defined by To(x) = Q,(x; x). Define the
vector 2, € R*® by
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where g, = 0 for m < [a] < k. By (3.4)
(3.6) To(x) = 200" (%) (%) Bo(x).

Let 8(-; x) denote the Taylor polynomial approximation to 8 of degree % about x, defined
by

D9(2)

a!

0r(2; X) = Yiar<r (z — %)%,

where z°=2{'* ... e z¥and a! = a1! * - - - * ag!. Define the vectors #,(x) and #n(x) in R"
by
Fni(x) = 0(X;), i€ Sn(x),
Frni(x) = 0 (X;; %), 1€ Sn(x),
and Z.:(x) = fni(x) = 0 for i & 4 (x). Now
(X; — x)* 851D*0(x)

Fni(x) = ZA 8;,0‘] o s 1€ Su(x),
from which it follows easily that
8lDeg
(5 ) T4 S = 2 P
and therefore that
3.7) T(x; 0) = 2n.907" (x) X 1(x) Fon(x).

By (3.6) and (3.7)
To(x) — T(x; 0) = 20907 (0) X1 (2) {Bh(2) — Ful2)}
+ 25507 (0) X0 (x) { Fn(x) — Fin(2)}.
There is a positive constant K; such that for n sufficiently large

| Zoi(x) — Fini(x) | = K5|Xi — x|" = K585, x€C and i€ S(x).

(3.8)

Thus by (3.5) there is a positive constant Ks such that
(8.9)  lim,supePs(| 2507 (x) X1(x){ Fu(x) — Fin(x)} | = Ke85 ™ for some x € C) = 0.
Observe that
(3100 259" (%) Zn(x){Bn(x) = Fn(0)} = Lo Wrslx){Yi = 0(X)}, x€C,
where
Walx) = (Wn(x)) = 2., (x) X7(x), x€C.

By (3.2), (3.3) and (3.5) there is a positive constant K7 such that

lim, P(| #7(x) | < K:n '8, for allx € C) = 1;

in other words lim,P(2,) = 1, where €, is the event that | #;(x) |* = K;n™'8, %" for
x€C.

Suppose now that 0 < g < . It will be shown that {n™"} is an achievable rate of
convergence. To this end observe first that by Condition 2 there is a positive constant Ks
(which can depend on ¢g) such that

Eo(| T sniwr Wail®){Yi— 0X)} || Xy, + -+, Xn) < Ko (n 718,07 )2

for x€C on .. (Itis enough to prove this result for g an even integer.) Consequently,
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there is a positive constant K, such that

Ea[J | Xty #ri(x){Y, — 0(Xi)} |7 dx| X3, "')Xn:l
(3.11) c

= Ko{n716,®*D}9% on RQ,.

Now

Val‘a[ j [ Y s Wail){Y: — 0(X:)} |? dx| Xa, -+, Xn:l
c

= j f cove[ | Y sy Prilx){Y, — 0(Xi)} |9,
x1,%9€C, | x1—x2| =28,

.

| Xty Wri(x2) {Yi — 0X)} |7 X, - -+, Xn] dxr dixe

on ,, so there exist positive constants «, tending to zero such that

(312) Varo[ f | Zﬂn(x) “f//,,,-(x){Y,- - 0(X;)} |q dx | Xl, ey, Xn:|
(o}
<k {n718,% D} on Q..

By (3.11) and (8.12) there is a positive constant ¢; and there are positive constants A,
tending to zero such that

Pﬂ[ f | S W) {Y: — 0(X,)} |7 dx = {cin 18,0} | Xy, - .-, Xn}s An on .
c
Since lim, P(2,) =1,
(3.13) lim,,sup@Pg[ f IS e W) (Vi — 0(X;)} |7 dx = (c§n—18’—l(2m+d))q/z] —0.
c

By (3.8)-(3.10) and (3.13), there is a positive constant ¢ such that

(3.14) lim,,sup@Pg[ I Tn — TO) ||, = g 8. (8% + (nsz’)“”}] =0.

Choose 8, so that 82 = (n8%)~2 or, equivalently, 8, = n™/%*® = p~*, Then
5 87 (85 + (n8) Yy = en”,

so it follows from (3.14) that {n™"} is an achievable rate of convergence.

Suppose instead that ¢ = o. It will be shown that {(n~" log n)"} is an achievable rate
of convergence. Without loss of generality it can be assumed that C = [—Y%, %]°. It follows
from Condition 2 that there are positive constants Ko and s, such that

Jes‘y—"h(ylx, t)¢(dy) < exp(Kis®), || = s,

for x € U and t € #. (Recall that ¢ is the mean of A(y | x, t)¢(dy).) By (3.2), (3.3) and (3.5)
there is a positive constant Ki; such that lim, P(R2;) = 1, where 2/, is the intersection of &,
and the event that

| #r(x) | < Kun'8,"*" for x€C and i€ ().
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Set K12 = K7K10. Then
Eg(exp[sn Y n #rix){Y: — 0X)}]| X1, - -+, X,) < exp{Kizsin 18,4}
for x € C on Q;, provided that
(3.15) Kii|8a|n718;,™ = 5.
Therefore
Pl | Y i) i)Y — 0X)} | = | X1, + -+, Xo] = 2 exp{Kips2n 18, — s,t,}

for x € C on Q,, provided that s,, £, € (0, ) and (3.15) holds. It follows by (optimally)
choosing s, = nt,82"*?/2K,; that

P[|Y ) #rix){Y; — 0 X))} | = ta| Xu,y -+, Xn] =2 exp{_nt?rsim+d/(4K12)}
for x € C on 7}, provided that ¢, > 0 and
(3.16) Kut,,SZ' = 2K1280.

Let C, be a finite subset of C such that #(C,) < n*v for some fixed positive constant K.
Then

Py[maxc, | Y s #ni@){Yi— 0X)} | = ta| Xy, - -+, Xo] < 20" exp{—nt287"""/(4K12)}
on §;, provided that ¢, > 0 and (3.16) holds. Consequently, for some c¢; > 0
(3.17)  lim,supePy[maxc, | ¥ s #rix) (Y. — 8(X.)} | = c(n 16727 log n)"?] = 0

provided that
(3.18) lim,n'6;%log n = 0.
By (3.8)-(3.10) and (3.17), if (3.18) holds, then for some ¢ > 0

(3.19) lim,,sup@Pg[maxc" | Tu(x) — T(x; 0) | 22 (85™ + (n716,%" ¢ log n)l/z}] =0.

Choose 6, > 0 so that

8ﬁ_m = (n—18;2m—d log n)1/2

5 — log n V(me)_ log n\"
n — n - n >

which satisfies (3.18). Then by (3.19)

or equivalently

(3.20) lim,,sup@Pg{maxcn | Fo(x) — Tlx; 0) | zg (105; n) } —o0.

In order to complete the proof of the theorem it is convenient to restrict 7', to a grid C,
C C and define a new estimator 7, on all of C by linear interpolation. This modification
was proposed from a practical viewpoint in Stone (1975). When d = 2 it is particularly
useful if contour plots of the estimates are desired.

Set L, = [n*¥®] for some constant Ki3 > r/min(p, 1). Let C, be the collection of
(2L, + 1)¢ points in C each of whose coordinates is of the form J/(2L,) for some integer j
such that |j| = L,.. Correspondingly C can be written as the union of (2L,)? subcubes,
each having length (2L,)™" and all of its vertices in C,. Each x € C can be written as a
convex combination ¥ A, w of the vertices of one of these subcubes. Set T'(x; 8) = ¥ A T(w;



NONPARAMETRIC REGRESSION 1053

#). There is a positive constant K4 such that

_ K log n\"
max,e(;[T(x;o)—T(x;onsL,"mnl(;D:o(( i ))

Set To(x) = ¥ A Tw(w), where x = ¥ A, w. Then
| To(x) — T(x; )| =Y Aol T,,(w) - T(w;6)| + | T(x;0) — T(x;8) |

= maxc, | To(x) — T(x; )| + o((loi n) ) R

)

and hence {(n""log n)"} is an achievable rate of convergence. This completes the proof of
Theorem 1.

so by (3.20)

_ 1
lim,,supePo{ I T = T() || = c< °”’: n
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